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Abstract. In the past years social media services received content con-
tributions from millions of users, making them a fruitful source for data
analysis. In this paper we present a novel approach for mining Twitter
data in order to extract factual information concerning trending events.
Our approach is based on relation extraction between named entities,
such as people, organizations and locations. The experiments and the
obtained results suggest that relation extraction can help in extract-
ing events in social media, when combined with pre and post-processing
steps.
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1 Introduction

Social media attracts millions of users, and has evolved to become a source of
various kinds of information. In Twitter for example, more than 255 million ac-
tive users publish over 500 million 140-character “tweets” every day3. Evidently
it has become an important communication medium. More and more people
use social media to communicate their ideas and thoughts, as well as to spread
important news. Given the enormous size of information exchange happening
every day, it is a rather challenging task to process these data and filter out the
important and relevant information.

Twitter data is part of the Big Data paradigm and is characterized by high
Velocity, Veracity and Volume (“the 3 Vs”) [12]. The topics on Twitter span
across multiple domains from private issues to important public events in the
society. Therefore, filtering out the important or relevant to the user information
poses the first challenge for automated processing of tweets.

Twitter provides user-generated content in real time. The data is stored in a
form of short text messages called tweets. Each tweet has a body that contains
text of the message itself, but also a variety of metadata associated with it,
e.g. date of creation, author, user mentions, location etc. However, what makes
Twitter texts unique is its word count limitation which causes extensive usage

3 https://about.twitter.com/company



of acronyms and other abbreviations. Moreover, users often use colloquial words
and phrases in tweets, which require context for interpretation.

The goal of this research is to develop tools that extract and efficiently sum-
marize trending events, the so-called “breaking news“, mined from social media,
e.g. Twitter. This task is especially relevant for the professional journalists help-
ing them to utilize social media as an information source helping to cope with
the information overload.

This research was conducted in the context of two European 7th Frame-
work projects, REVEAL and DecarboNet. The projects aim at developing new
tools and approaches to automatically process digital media content, extracting
important information and summarizing it.

This paper is reporting on the results of the initial round of experiments,
where we combined the current state-of-the-art methods and tools available,
and further evaluated them for the task of event extraction from social media.
We also enhanced the pipeline with pre- and post-processing procedures in order
to adopt it to the specific requirements stemming from the nature of social media
data, e.g. spam detection, mention disambiguation and relation selection. These
initial investigation and prototyping results aim to reveal the pitfalls and short-
comings of the current state-of-the-art approaches and suggest directions for the
future work.

The definition of an event itself might appear rather blurry and controversial
from the first sight. We adopt the wide definition of an ’event’, which goes
beyond scheduled events, like a music concert, conference or a football match.
In general, we consider any action, which can be observed in the physical world,
to constitute an event [21].

Events are often communicated through social media, e.g. ”Chelsea won to-
day”, ”We are going to a bar”. Due to the abundance of such event reports on
social media we define the notion of an ’important event’, i.e. an event, infor-
mation about which is of a potential value to a user of the system. For example,
information about an international political summit involving famous politicians
may be considered as important for the journalist, while the content of a lunch
meal of an average twitter user is likely to be of no particular value.

In this work we focus on extracting the factual information about an event,
e.g. its location, time and participants. It is important to separate the factual
information from the content that expresses an opinion or an emotion related to
the event, such as feelings and thoughts of an individual or a group. This can be
a rather tricky task, because sentences that are lexically very similar can convey
semantically opposite facts. For example: ”Chelsea won today” versus ”I wish
Chelsea won today” versus ”I wish Chelsea wins today”.

In order to extract event-related information from tweets we adopt and en-
hance existing state-of-the-art approaches to automated information extraction,
taking into account the unique properties of social media data. We implement
and apply the proposed approach to several datasets, evaluate and discuss the
results, outlining further directions for the future work.



2 Related Work

Existing algorithms for news monitoring typically detect events by grouping
together words with similar burst patterns (i.e. words or phrases showing burst
in appearance count [24]). They rely on clustering or topic modeling techniques
[3,10,13]. The draw-back of these approaches is that the resulting bag-of-words
representation of the clusters/topics is often not descriptive enough.

More sophisticated and precise approach is information extraction on the
level of events. Event extraction involves parsing of natural language text with
the aim of extracting event-related information. The usual suspects for the event
facets are the named entities that belong to actor/place/time classes in Simple
Event Model (SEM) [21]. Therefore, many approaches to event extraction in-
clude entity recognition stage [5,19]. In our work we also utilize the assumption
that many events are centered around named entities as in [19]. Still open re-
mains the question of how to connect the event-related entities, e.g. persons,
locations, dates. Most of the approaches use NLP-methods involving a set of
regular expressions to extract verbs that are assumed to constitute an event and
feed it together with the related entities into the event model [1, 8, 18,19,22].

On the contrary, in our approach we utilize the state-of-the-art method for
relation extraction [6], that has already been successfully applied to news articles.
Relation extraction is the task of identifying relations that hold between entities
in text data. Up to now relation extraction systems were only evaluated on news
collections, but not on social media data. Therefore, the novelty of the proposed
approach is testing the suitability of relation extraction methods for the task
of event extraction on Twitter. We also make several modifications in order to
adapt the relation extraction approach to the specific nature of social media data
and further enhance it to extract event-related relations between the frequent
named entities from tweets.

There have been a number of projects aiming at extracting events specif-
ically from tweets [5, 20, 23]. Tweets are specific in nature and require special
treatment, different from the news articles. Therefore, Twitter-oriented systems
often include methods to detect spam, reduce noise and eliminate uninformative
messages [5, 20].

Domain-specific event extraction, such as [5, 23], allow fine-tuned event de-
tection, but require a set of keywords or event types to be manually predefined.
In this work we focus on extracting trending events, i.e. events which are most
popular among the users and are most frequently discussed. This approach also
allows us to be domain-agnostic and catch previously unknown events.

In this respect, our approach is most similar to TwiCal [20]. However, in-
stead of training classifier for event extraction on in-domain training data we
utilize already trained extractor from ClausIE [6]. The goal of TwiCal is con-
structing a calendar of upcoming events. Therefore, it extracts only scheduled
events accompanied with explicit date mention. We are primarily interested in
information concerning recent or current events, where explicit date annotation
is often omitted.



3 Our Approach

We adopt the state-of-the-art approach to relation extraction [6] and further
enhance it for the task of event extraction from tweets. In our approach we
consider any action, which can be observed in the physical world, to constitute an
event [21]. We assume that events are indicated by nonstative (dynamic) verbs.
Dynamic verbs describe an action, such as ’kick’, ’meet’, ’visit’, as opposed to
stative verbs, such as ’believe’, ’like’, ’consider’, etc.

Relation extraction approach enables us to extract predicates from a sentence
(corresponding to the verbs indicating events) together with their subjects and
objects. For example, the sentence: ”The match starts on Sunday” will result
in the following relation: The match (Subject) - starts (Predicate) - on Sunday
(Object).

Objects of the relations often contain event facets that uniquely characterize
events in spatial, temporal and social dimensions (e.g. place, date, organizers,
participants). Thus, this approach allows for more fine-grained event extraction
as opposed to clustering or topic modeling-based approaches which operate with
the bag-of-words model, which tend to blend together several lexically similar
events.

We have extended the initial approach to relation extraction with a few pre-
processing steps in order to clean the input data and annotate it with named
entities. After the pre-processing we extract relations, link them to named enti-
ties and rank according to their frequencies. The resulting pipeline summarizing
our approach is presented in Figure 1. In the rest of this section, the different
modules of our approach are described in details.

Named Entity 
Recognition

Linguistic 
pre-processing

Relation extraction

Spam detection

Relation selection and 
ranking

Fig. 1: System’s pipeline

3.1 Spam detection

Here we define spam as useless uniformative or malformated messages, which
are unlikely to provide us with any meaningful information. Our goal is to pre-
process the raw data from Twitter and deliver to the end user only useful and



relevant information. Therefore, we attempt to filter out meaningless and mis-
leading messages already on the first stage of our pipeline.

In the first place, we use a freely distributed black-list of domain names 4 in
order to exclude tweets containing links that point to the untrusted web sites.
Next, we calculate a “spam score” for each of the remaining tweets and exclude
the tweets that receive the score higher than the empirically learned threshold
value. The “spam score” is calculated as the number of spam-associated tokens
[4, 16] divided by the total number of tokens in the tweet:

spam score =
|U |+ |H|+ |L|+ |S|+ |N |

|T |
(1)

where:

– |U |: number of user mentions (e.g. @themichaelowen);

– |H|: number of hashtags (e.g. #DavidGill);

– |L|: number of web links (e.g. http://t.co/my55ZOoAko);

– |S|: number of spam words (from the predefined list5, e.g. dutyfree, poker, casino);

– |N |: number of non-word characters (e.g. %, !);

– |T |: total number of tokens in the tweet.

The bigger the value of the “spam score”, the more likely that the tweet con-
tains spam. We conducted an experiment spanning numerous trials to choose the
optimal threshold value for the spam score and arrived at the value of 0.74. Fur-
ther one, we identified 3% of the tweets in our datasets as spam and, therefore,
excluded them from the next stages in our pipeline.

3.2 Linguistic Pre-processing

All the tweets that passed through the Spam Detection module, are further
considered in the Linguistic Pre-processing module. The pre-processing steps
include tokenization, user mentions resolution, further text cleaning and sentence
splitting.

Tokenization is used to identify the tokens that will be replaced or removed
from the text, such as URLs, user mentions, etc. First, we exploit tweet meta-
data to resolve user mentions to their canonical names. In particular, each tweet
that contains user mentions, carries a list of the corresponding full user names
from the Twitter database. Thus, we substitute the user mentions in the tweet
text with the corresponding full names using the tweet metadata. For example,
@themichaelowen is resolved to Michael Owen.

4 http://www.squidguard.org/blacklists.html
5 http://notagrouch.com/wp-content/uploads/2009/12/

wordpress-blacklist-words.txt



3.3 Named Entity Recognition

In this module, we identify named entities mentioned in the text of the tweet,
as well as their types. For example, the tweet containing the following snippet:
”@DavidGill walks out of FIFA meeting in Sao Paulo”, gets annotated with
the named entities: David Gill - Person, FIFA - Organization and Sao Paulo -
Location.

We used Stanford Named Entity Recognizer (Stanford NER) [15] for detect-
ing named entities in tweets. According to the benchmark evaluation reported
in [7], Stanford NER achieves highest average precision on all three datasets of
tweets, when compared with other state-of-the-art Twitter-tailored algorithms.

Stanford NER detects the following types of named entities: Location, Per-
son, Organization, Date, Money, etc.6. Due to our pre-processing procedure we
also detect the entities “hidden” within the user mentions and hashtags (e.g.
@DavidGill). This would not be feasible, when applying the Stanford NER on
the original tweets.

3.4 Relation Extraction

The core of our approach is based on extracting relations from the pre-processed
tweets. Relation is a triple that consist of subject, predicate and object. Subject
and object are entities, predicate is the relation between these entities. For ex-
ample, the sentence: ”The match starts on Sunday” will result in the following
relation: The match (Subject) - starts (Predicate) - on Sunday (Object).

We considered three state-of-the-art systems for the task of relation extrac-
tion: ReVerb [9], Ollie [14] and ClausIE [6]. ClausIE was reported to significantly
outperform Ollie by the number of propositions extracted [6]. However, it has not
been previously applied to social media data. Therefore, we ran our own exper-
iments to compare the results returned by ReVerb and ClausIE. Subsequently,
we chose ClausIE as the best-suited baseline system.

In ClausIE relation triples are extracted from clauses, parts of a sentence that
express coherent pieces of information [6]. The clauses are identified based on
the results from the dependency parser that helps to reveal the syntactic struc-
ture of an input sentence. In particular, ClausIE is using Stanford unlexicalized
dependency parser [11].

Additionally, ClausIE has an option to return n-ary predicate by decomposing
the object of the relation into several arguments. This option can be useful for
extracting complex relations, that consist of several independent but overlapping
parts, such as place and time relations. For example, the sentence: ”The match
starts on Sunday at Wembley” will result in the following relation: The match
(Subject) - starts (Predicate) - ”on Sunday”, ”at Wembley” (Object).

We made several modifications to the original implementation of ClausIE
in order to adapt it to the task of extracting the relations describing events.
Specifically, we enforce omitting the following types of clauses from the relation
extraction process:

6 http://nlp.stanford.edu/software/CRF-NER.shtml



– conditional clauses (If-clauses), e.g. “If @Chelsea wins I will celebrate till
morning!!!!!!!!”

– clauses rooted in a stative verb, e.g. ”I believe @Chelsea is the actual winner!”

Conditional clauses are used to speculate about what might happen, what
could have happened, and what we wish to happen. Stative verbs describe mental
state of an agent, but do not signify any action. For example, the following verbs
are stative: hate, love, believe, prefer, want, suppose, etc.

3.5 Relation Selection

We designed a post-processing step for selecting relations that will appear in
the final results. For this we chose the Frequent Pattern Mining approach that
helps us to reveal the recurrent information patterns following the assumption
that input data from Twitter is often abundant and redundant. Additionally, we
employ the following heuristic technique: for the relation to be selected it has
to contain popular (frequently occuring) named entities. In this way we get rid
of the trivial resuls, e.g. ”I - ate pizza - for breakfast”, but retain the relations
such as: ”President Obama - ate pizza - for breakfast”, if they are reported by a
considerable number of tweets.

Therefore, we combine the results from Relation Extraction (RE) and Named
Entity Recognition (NER) modules produced on the previous stages. In particu-
lar, we select only those relations that contain named entities in subject and/or
object of the relation. The intuition behind this approach enriching relations
with NER annotations is that events in real-life are often associated with the
corresponding named entities: dates, places and participants.

Hints about importance of the relations and named entities are given from
their frequencies count. We assume that widely discussed news are more likely
to be of importance and interest to the users of our system. Therefore, in order
to link NER and RE results we identify frequent named entities and then select
frequent relations, in which these entities occur. We use several approaches to
select relations between the named entities described below.

Firstly, we detect the named entities that occur most frequently in the tweets
(∼ 10 entities for each of the datasets), e.g. Chelsea, Drogba, Ramires. We also
identify the most frequently co-occurring pairs of named entities (∼ 5 pairs per
dataset), e.g. Chelsea and Liverpool, Putin and Ukraine. Then, we identify the
following relations that hold between named entities:

1. Relations in which the most frequently occurring entities appear in subject
or object of the relation;

2. Relations that hold between pairs of the most frequently co-occurring enti-
ties;

3. Relations for every combination of entity types pairs from the set: [Person,
Organization, Location, Date], e.g. between Person and Organization, Person
and Person, Location and Organization, Person and Date etc.

Finally, we calculate the support for each of the selected relations, i.e. number
of tweets from which the same relation was extracted, and use it for ranking of
the relations. The topmost relations are reported in the final results.



4 Experimental Evaluation

4.1 Datasets

We conducted experiments using three different Twitter datasets (see Table 1).
All datasets are centered around one or several major events discussed on social
media. We have deliberately selected the datasets containing event-related tweets
for our evaluation with the goal to uncover the details surrounding these events
using our approach.

The FACup dataset was created within the Social Sensor project7 and covers
the events during the last match of the Football Association Challenge Cup [2].
The SNOW dataset [17] is an attempt to capture the footprint in the social media
regarding several important international events: uprising in Ukraine (#ukraine,
#euromaidan), protests in Venezuela (#Venezuela), major Bitcoin exchange
theft (#bitcoin), etc. The third dataset was collected in June 2014 and con-
tains ∼ 270.000 tweets, that were extracted using the hashtag #WorldCup2014.

Dataset # Tweets Hashtags

FA Cup ∼ 20.000 #FACupFinal

SNOW ∼ 1.000.000 #ukraine, #euromaidan, #Venezuela, #bitcoin

World Cup ∼ 270.000 #WorldCup2014

Table 1: Datasets

4.2 Evaluation Method

We manually evaluated the results by annotating the relations returned on the
last stage of our pipeline (section 3.5). Each of the annotators (3 in total) inde-
pendently considered perceived correctness and usefulness (importance) of the
relations by looking up the original text of a sample tweet, from which the rela-
tion was extracted by the system.

The relation was marked as Correct, if the information it provides naturally
follows from the original text of the tweet and does not contradict the message
conveyed in it. Negation handling is a good example for potential errors in the
results returned by the system. If the original tweet reports, that Chelsea did
not play better than Liverpool, the relation has to communicate the same fact
and not the opposite. For example, Chelsea - play better - than Liverpool relation
should be marked as Incorrect in this case.

Furthermore, all correct relations were further evaluated with respect to per-
ceived importance for the end user of the system. The importance of a relation is
harder to evaluate than its correctness, because of the complexity and subjectiv-
ity in the notion of importance with respect to an information piece. In general,
a relation is considered Important, when it is perceived as being descriptive and

7 http://www.socialsensor.eu/



potentially useful. Meaningless and uninformative relations are marked as Not
important, respectively.

Collective discussion of the individual annotations resulted in a consensus
and a single final evaluation table was constructed. Afterwards, we summarized
our evaluation results by counting the number of relations for each of the classes:
Correct & Important, Correct & Not important and Incorrect relations (see Table
2). We calculated the ratios and the total number of evaluated relations sepa-
rately for each of the datasets. The last row of the evaluation table highlights
the average precision values across the three datasets.

Dataset Incorrect
Correct

Not important Important

FA Cup 0.17 (8) 0.17 (8) 0.66 (32)

SNOW 0.1 (21) 0.14 (32) 0.76 (168)

World Cup 0.1 (18) 0.19 (35) 0.71 (134)

Average 0.12 (47) 0.17 (75) 0.71 (334)

Table 2: Precision of the evaluation results: fraction (total) of relations

4.3 Discussion and Future Directions

The average precision of our approach was estimated at 88% taking into account
all correctly extracted relations. However, less that 3/4 of the relations returned
by the system were considered as potentially valuable for the end users of the
system (see Correct & Important in Table 2).

The most frequent relations that were selected using our approach from FA
Cup dataset are listed in Table 3. These 5 relations provide a short summary of
the event by revealing the names of the teams, the place where the game took
place, the winner and the final score, as well as the player, who scored. The
timestamps of the tweets can disambiguate the mentions ”now”, reveal date of
the event and indicate the ”hot spots” on the game timeline, such as the last
relation in Table 3.

Relations extracted from the SNOW dataset are less homogeneous contain-
ing various political statements, business and sport announcements, as well as
snapshots of historical events. Sample relations (with their support): Ukraine’s
leaders - warn - ”of Crimea separatism threat” (106); Chelsea fans - attending -
”the Galatasaray match”, ”on 26 Feb” (84).

World Cup dataset is another noisy collection containing many tweets not
related to the football championship. Nevertheless, the three top-most relations
reveal the major conflict in the football association: director David Gill - walks
out - ”of FIFA meeting in Sao Paulo” (902); director David Gill - says - ”Sepp
Blatter should stand down” (901); FA Vice-Chairman David Gill - calls on -
”Sepp Blatter not to stand for re-election as FIFA President” (481).

In general, due to our broad definition of ’event’ (as any kind of action re-
flected in a physical world) relations can be extracted from virtually any col-



lection of tweets. However, in order to achieve comprehensive results the tweets
need to be previously clustered according to the common topic, e.g. using a set
of hashtags.

Subject Predicate Object Count Sample tweet

The Chelsea
players

are
throwing

”Robbie Di Matteo
high in the air”

129 RT @chelseafc: What celebra-
tions! The Chelsea players are
throwing Robbie Di Matteo high
in the air. And catching ...

Chelsea have won ”17 major
trophies”, ”now”

58 RT @chelseafc: Chelsea have
now won 17 major trophies.
We’ve caught Tottenham who
are on the same total.

Liverpool are out ”for the second
half”

27 RT @chelseafc: Liverpool are out
for the second half, and Chelsea
are on the way. #CFCWembley
#FACupFinal (SL)

Chelsea beat ”Liverpool 2-1 to
win the FA Cup at

Wembley”

24 RT @premierleague: Chelsea
beat Liverpool 2-1 to win the
FA Cup at Wembley, their
fourth win in six years in the
competition. #cfc #lfc ...

Liverpool is ”much”, ”pretty”,
”giving every

Chelsea fan a heart
attack right now”

21 RT @espn: Liverpool is pretty
much giving every Chelsea
fan a heart attack right now:
http://t.co/MGxAkv94

Table 3: Results from FA Cup dataset

We performed only limited experimental evaluation for the proof-of-concept
of our approach and can not quantatively compare our results with other ap-
proaches to event extraction. Moreover, the relation extraction algorithm is cur-
rently computationally rather expensive, which might prevent us from running
the system on Twitter stream data in real time.

Nevertheless, our initial results provide further motivation and help to outline
directions for the future work:

1. Linking relations that convey the same information. Disambiguating and
clustering these relations will help to improve quality of the results by in-
creasing support of the frequent relations and removing semantic duplicates.
This can be achieved by:
– grouping the predicates into semantic groups using existing lexical re-

sources, such as FrameNet (e.g. verbs related to communication, cogni-
tion, perception: say = tell = report, believe = think = consider);

– disambiguating and linking named entities contained in subjects and
objects of the relations (e.g. President Obama = Barack Obama, next
month = June 2015 )

2. Linking relations that describe the same event. This can be achieved by
building an event knowlege model, e.g. an event ontology, that will incorpo-
rate and meaningfully combine event facets extracted from different sources.



3. Linking events between each other. This task will help to reveal patterns
within spatial/temporal/social dimensions by projecting the events on a
timeline or a geographic map. This approach may help to learn the common-
sense rules useful for reasoning and inference over the event data, such as
the ’finish’ event follows the ’start’ event, but also reveal non-trivial patterns
and the outliers.

5 Conclusion

We presented a novel approach to event extraction from Twitter, which builds
upon current state-of-the-art relation extraction techniques. We manually eval-
uated the quality of extracted relations in terms of precision on three real-world
datasets. Most of the results returned by the system are correct (88%) and con-
tain descriptive and potentially useful event-related information (71%). However,
recall and computational performance of the system was out of scope of this intial
evaluation run.
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