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• Postdoctoral researcher in ILPS, IvI, UvA 
• Conversational Search 

• PhD at the Vienna University of Technology, Austria 
• Knowledge-based Conversational Search 

• Internship at Apple Siri, Seattle WA USA 
• Question Rewriting for Conversational QA

Me

https://svakulenk0.github.io
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https://svakulenk0.github.io/pdfs/Conversational_Search_in_Structure__PhD_Thesis_Vakulenko_.pdf
https://arxiv.org/abs/2004.14652
https://svakulenk0.github.io


• MSc? courses? 

• IR0? ML/DL? KR/KG? 

• year? thesis?

You?
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• Information need
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• Information need 

• Query formulation

hochey pocky



Search

 8

• Information need 

• Query formulation 

• Index hochey pocky



Search

 9

• Information need 

• Query formulation 

• Index 

• Document collection

hochey pocky



Search
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• Information need 

• Query formulation 

• Index 

• Document collection 

• Ranking by relevance

hochey pocky



Conversational Search
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Conversational Search
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Conversational Search
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Information access using dialogue interface



Conversational Search

 14



Siri

 15https://www.digitaltrends.com/mobile/best-siri-commands/
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Anantha et al, Learning to Rank Intents in Voice Assistants, IWSDS’20



 17
Anantha et al, Learning to Rank Intents in Voice Assistants, IWSDS’20

Alternative Interpretations
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Anantha et al, Learning to Rank Intents in Voice Assistants, IWSDS’20



Siri

 19https://www.digitaltrends.com/mobile/best-siri-commands/



Question Answering
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Question Answering
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• QA from text collections 
• Machine Reading



Question Answering
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• QA from text collections 
• Machine Reading 

• QA from knowledge graphs 
• KGQA



Machine Reading
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1. Find relevant web page



Machine Reading
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1. Find relevant web page 

2. Extract answer span from this page



Chen, Danqi, et al. Reading wikipedia to answer open-domain questions. ACL 2017.

Machine Reading



Demos
https://huggingface.co/rag/ 

https://yjernite.github.io/lfqa.html 

https://huggingface.co/rag/
https://yjernite.github.io/lfqa.html


KGQA
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1. Find relevant subgraph 



KGQA
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1. Find relevant subgraph 

2. Extract answer from this subgraph



KGQA
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What are the Oscar nominations of Nolan?

R. Saha Roy and A. Anand. Question Answering over Curated and Open Web Sources. SIGIR 2020 Tutorial.



Eunsol Choi, et al, QuAC : Question Answering in Context, EMNLP’18

Conversational QA

 30



 31

Question Rewriting



 32

- Where is Xi’an? 

- Shaanxi, China

- What is its GDP?  

-  95 Billion USD

- What is the share in the province GDP? 

- 41.8%

 

Question Rewriting
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- Where is Xi’an? 

- Shaanxi, China

- What is its GDP? - What is Xi’an’s GDP?  

-  95 Billion USD

- What is the share in the province GDP? 

- What is the share of Xi’an in the Shaanxi province GDP? 

- 41.8%

 

Question Rewriting
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Question Rewriting

Vakulenko, et al: Question Rewriting for Conversational Question Answering. 2020
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Questions?



Recommender Systems
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Recommender Systems
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Recommender Systems
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Images: https://dzone.com/articles/recommendation-engine-models



Recommender Systems
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Images: https://dzone.com/articles/recommendation-engine-models



Collaborative Filtering

 41https://developers.google.com/machine-learning/recommendation/collaborative/matrix



Matrix Factorization

 42

A ≈ UVT

https://developers.google.com/machine-learning/recommendation/collaborative/matrix



k-NN search

 43https://developers.google.com/machine-learning/recommendation/collaborative/matrix
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Conversational Recommendation

Zhang et al, Towards Conversational Search and Recommendation: System Ask, User Respond, CIKM’18



 45

Conversational Recommendation

Zou, Jie, et al Towards Question-based Recommender Systems. SIGIR 2020.
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Conversation?
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Knowledge Grounded Conversations 
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Knowledge Grounded Conversations 

• External knowledge == Information source
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Knowledge Grounded Conversations 

• External knowledge == Information source 

• Text collection, e.g., Wikipedia
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Knowledge Grounded Conversations 

• External knowledge == Information source 

• Text collection, e.g., Wikipedia 

• Knowledge Graphs, e.g., DBpedia or WikiData
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Moon et al. OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs. ACL 2019.

Knowledge Grounded Conversations 

https://www.aclweb.org/anthology/P19-1081.pdf
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Moon et al. OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs. ACL 2019.

Knowledge Grounded Conversations 

https://www.aclweb.org/anthology/P19-1081.pdf
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Moon et al. OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs. ACL 2019.

Knowledge Grounded Conversations 
{
    "message": "Do you like Iron Man",
  },
  {
      ""path": [
            "Iron Man",
            "starred_actors",
            "Robert Downey Jr."
      ]
  },
  {
"message": "Sure do! Robert Downey Jr. is a favorite."
  },
  {
      "path": [
            "Robert Downey Jr.",
            "~starred_actors",
            "Zodiac (Crime Fiction Film)"
      
  },

https://www.aclweb.org/anthology/P19-1081.pdf
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Moon et al. OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs. ACL 2019.

Knowledge Grounded Conversations 
{
    "message": "Do you like Iron Man",
  },
  {
      ""path": [
            "Iron Man",
            "starred_actors",
            "Robert Downey Jr."
      ]
  },
  {
"message": "Sure do! Robert Downey Jr. is a favorite."
  },
  {
      "path": [
            "Robert Downey Jr.",
            "~starred_actors",
            "Zodiac (Crime Fiction Film)"
      
  },

1.Entity Linking 

https://www.aclweb.org/anthology/P19-1081.pdf
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Moon et al. OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs. ACL 2019.

Knowledge Grounded Conversations 
{
    "message": "Do you like Iron Man",
  },
  {
      ""path": [
            "Iron Man",
            "starred_actors",
            "Robert Downey Jr."
      ]
  },
  {
"message": "Sure do! Robert Downey Jr. is a favorite."
  },
  {
      "path": [
            "Robert Downey Jr.",
            "~starred_actors",
            "Zodiac (Crime Fiction Film)"
      
  },

1.Entity Linking 
2.Entity Selection 

https://www.aclweb.org/anthology/P19-1081.pdf
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Moon et al. OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs. ACL 2019.

Knowledge Grounded Conversations 
{
    "message": "Do you like Iron Man",
  },
  {
      ""path": [
            "Iron Man",
            "starred_actors",
            "Robert Downey Jr."
      ]
  },
  {
"message": "Sure do! Robert Downey Jr. is a favorite."
  },
  {
      "path": [
            "Robert Downey Jr.",
            "~starred_actors",
            "Zodiac (Crime Fiction Film)"
      
  },

1.Entity Linking 
2.Entity Selection 
3.Response Generation

https://www.aclweb.org/anthology/P19-1081.pdf


 57Chaudhuri, et al. Using a KG-Copy Network for Non-goal Oriented Dialogues. ISWC 2019  

https://arxiv.org/pdf/1910.07834.pdf
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Questions?
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Questions

• How do we know that our search system is intelligent? 
• i.e. How should we evaluate it? 

• What should we measure and how? 
• i.e. What is the evaluation metric we should use?
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Evaluation

• Response relevance 

• Correctness 

• Completeness 

• Mixed Initiative
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Evaluation

• Response relevance

Liu, et al. How NOT To Evaluate Your Dialogue System: An Empirical Study of Unsupervised Evaluation Metrics for 
Dialogue Response Generation. EMNLP 2016:
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Evaluation

• Response relevance 
• BLEU 
• METEOR 
• ROUGE 
• cosine

Liu, et al. How NOT To Evaluate Your Dialogue System: An Empirical Study of Unsupervised Evaluation Metrics for 
Dialogue Response Generation. EMNLP 2016:
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Evaluation

• Response relevance 
• BLEU 
• METEOR 
• ROUGE 
• cosine

Liu, et al. How NOT To Evaluate Your Dialogue System: An Empirical Study of Unsupervised Evaluation Metrics for 
Dialogue Response Generation. EMNLP 2016:
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Evaluation

• Response relevance 
• Automated 
• Human

Deriu,et al: Survey on Evaluation Methods for Dialogue Systems. 2019



 65

Evaluation

• Correctness
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Evaluation

• Correctness 

Q: Who was president of the United States in 1700?
A: William Penn was president of the United States in 1700.

Q: Who was president of the United States in 1650?
A: Richard Bennett was president of the United States in 1650.

Q: Who was president of the United States in 1620?
A: James I was president of the United States in 1620.

Q: Who was president of the United States in 1600?
A: Queen Elizabeth I was president of the United States in 1600.

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html
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Evaluation

• Correctness 
• Machine Reading 

• answer text span overlap: F-measure
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Evaluation

• Correctness 
• Machine Reading 

• answer text span overlap: F-measure 
• Retrieval 

• page/passage ranking: Precision, nDCG
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Evaluation

• Correctness 
• Machine Reading 

• answer text span overlap: F-measure 
• Retrieval 

• page/passage ranking: Precision, nDCG 
• KGQA 

• answer set overlap: Precision, nDCG, Recall, F-measure
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Evaluation

• Completeness
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Evaluation

• Completeness

Vakulenko, et al.: Message Passing for Complex Question Answering over Knowledge Graphs. CIKM 2019

Q: Give me a count of royalties buried in Rome?
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Evaluation

• Completeness 
• pooling 
• relevance assessment 
• TREC NIST https://trec.nist.gov

https://trec.nist.gov
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Evaluation

• Response relevance 

• Correctness 

• Completeness 

• Mixed Initiative
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Evaluation

• Mixed Initiative
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Evaluation

• Mixed Initiative 
• Question 

• Asking questions 
• Answering questions
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Evaluation

• Mixed Initiative 
• Question 

• Asking questions 
• Answering questions 

• Topic (Information) 
• Introduction 
• Follow-up
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Mixed Initiative

Vakulenko,et al.: An Analysis of Mixed Initiative and Collaboration in Information-Seeking Dialogues. SIGIR 2020
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Questions?
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Information Retrieval
• SIGIR 
• ECIR 
• ICTIR 
• WSDM 
• CIKM 
• CHIIR 
• TOIS



ILPS
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Courses
• IR1 February 

• Asst. Prof. Dr. Ilya Markov 

• + Learning to rank, Evaluation, Entity Search 

• IR2 September 

• Assoc. Prof. Dr. Evangelos Kanoulas 

• team-projects in Conversational Search



ILPS
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MSc Theses
• Question Rewriting for Conversational QA 

• Knowledge Graph Grounded Conversation Generation 

• Integrating Language Style Matching Objective into Generative Dialogue Models 

• Conversation Mining (KPN) 

• Deep matching of resumes to job descriptions (Randstad)

Svitlana Vakulenko 
s.vakulenko@uva.nl


