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Task: Conversational QA

Q: Where is Xi’an?
A: Shaanxi, China

Q: What is its GDP?
A: 95 Billion USD

Q: What is the share in the 
province GDP?
A: 41.8%
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Approach: Question Rewriting

Q: Where is Xi’an?
A: Shaanxi, China

Q: What is its GDP?
A: 95 Billion USD

Q: What is the share in the 
province GDP?
A: 41.8%

What is Xi’an’s GDP?

What is the share of Xi’an in 
the Shaanxi province GDP?
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Architecture: Conversational QA
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Approach: Unsupervised

@svakulenk0

Input:    Where is Xi’an? <SEP> Shaanxi, China <SEP> What is its GDP? 
Output: (its, Xian) 
QR:       What is Xi’an GDP?

⬜  [Mele et al., 2020] 

⬜  co-reference resolution + heuristics 
⬜  identify topics as nouns in dependency parses 
⬜  identify topic shifts via lexical cues 
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Approach: Supervised Sequence Generation

@svakulenk0

Input:    Where is Xi’an? <SEP> Shaanxi, China <SEP> What is its GDP? 
Output: What is Xi’an’s GDP?

⬜  Transformer++ [Vakulenko et al., 2021] 

⬜  CANARD 35K conversational questions + rewrites 
⬜  fine-tune GPT2 
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Approach: Supervised Sequence Generation

@svakulenk0

Transformer++
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⬜  [Yu et al., 2020] 

⬜  MS MARCO 152K sessions -> rule-based/self-learn conversations 
⬜  fine-tune GPT2 

Input:    Where is Xi’an? <SEP> Shaanxi, China <SEP> What is its GDP? 
Output: What is Xi’an’s GDP?

Approach: Weakly Supervised Generation
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Approach: Supervised Classification

⬜  QuReTeC [Voskarides et al., 2020] 

  
⬜  CANARD 35K questions 
⬜  fine-tune BERT 

@svakulenk0

Input:    Where is Xi’an? <SEP> Shaanxi, China <SEP> What is its GDP? 
Output:      0     0    1                        0             0 
QR:       What is its GDP? Xi’an
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Results: TREC CAsT 2019

@svakulenk0

⬜   [Vakulenko et al., 2021] 
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Results: TREC CAsT 2019

@svakulenk0

⬜   [Vakulenko et al., 2021] 
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Architecture: Conversational QA



!14

Results: TREC CAsT 2019 & CANARD

@svakulenk0

⬜   [Vakulenko et al., 2021] 
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Architecture: Conversational QA
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Approach: Error Analysis

@svakulenk0

⬜  Original: What types does olive oil contain?                                  0 

⬜  QR: What types of fats does olive oil contain?                              0.9 

⬜  Human: What types of unsaturated fats does olive oil contain?    1 
  

NDCG@3
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⬜  Original: What types does olive oil contain?     0 

⬜  QR: What types of fats does olive oil contain? 0.9 

⬜  Human: What types of unsaturated fats does    1 
  olive oil contain? 

NDCG@3

@svakulenk0

Approach: Error Analysis
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Incorrect ranking
Incorrect resolution

Correct resolution

@svakulenk0

Approach: Error Analysis
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Correct no resolution
Incorrect no resolution

@svakulenk0

Approach: Error Analysis
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Superhuman resolution

@svakulenk0

Approach: Error Analysis
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Results: Error Analysis

@svakulenk0

Passage ranking Reading comprehension
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Results: Error Analysis

@svakulenk0

Passage ranking Reading comprehension
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Results: Error Analysis

@svakulenk0
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Dataset: TREC CAsT 2020

UvA.ILPS @ TREC CAsT 2020

https://www.treccast.ai



CAsT Evolution
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https://github.com/svakulenk0/QRQA

Transformer++ on CAsT 2019

UvA.ILPS @ TREC CAsT 2020

QuReTeC on CAsT 2020

https://github.com/svakulenk0/QRQA
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Results: QuReTeC on CAsT 2020

UvA.ILPS @ TREC CAsT 2020
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Conclusions: Question Rewriting

⬜  Modular 

⬜  Reusable 

⬜  Debuggable 

⬜  Cheap 

@svakulenk0


